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Goal: Synthesise data to publish it without revealing sensitive information
Learn a differentially private probabilistic relational model (DP PRM)
Reason over cohorts of patients using a lifted representation

Sample from the DP PRM to create new publishable datasets
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Start with a propositional probabilistic model
Apply a colour passing procedure to detect symmetries

Lift the model by grouping symmetric subgraphs

— Age.py (_ Costs.my >—D

00— Age.ps C /Costs.mzn\>—(]
#? 0 P -

| — 2
2 63
4 4
3 w 3

"%

Age(P)

@2 [y

b3 1y

(Losts00) )

o

3/6



Lifting enables reasoning over cohorts

Groups of indistinguishable individuals hide sensitive information

Reasoning over cohorts speeds up probabilistic inference
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New (sensitive) events over time must be included in the model
Cluster events based on cohorts as they are expected to behave rather identically

Combine cohorts over time if they behave more and more similar
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A (DP) PRM encodes a probability distribution
Sample from the distributions of the cohorts

Release data sets for further use without privacy leakage
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»Lifting in Support of Privacy-Preserving Probabilistic Inference«.

»DPM: Clustering Sensitive Data through
Separationc«.

E » Colour
Passing Revisited: Lifted Model Construction with Commutative Factors«.

»Lifted Causal Inference in Relational Domains«.



E » Efficient
Detection of Commutative Factors in Factor Graphsx«.

El »Efficient Detection of Exchangeable Factors in Factor Graphs«.

El »Lifting Factor Graphs
with Some Unknown Factors«.

El » Towards
Privacy-Preserving Relational Data Synthesis via Probabilistic Relational Models«.
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