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Abstract

Lifted probabilistic inference exploits symmetries in probabilistic graphical models to allow
for tractable probabilistic inference with respect to domain sizes. To exploit symmetries
in, e.g., factor graphs, it is crucial to identify commutative factors, i.e., factors having
symmetries within themselves due to their arguments being exchangeable. The current
state of the art to check whether a factor is commutative with respect to a subset of its
arguments iterates over all possible subsets of the factor’s arguments, i.e., O(2") iterations
for a factor with n arguments in the worst case. In this paper, we efficiently solve the
problem of detecting commutative factors in a factor graph. In particular, we introduce
the detection of commutative factors (DECOR) algorithm, which allows us to drastically
reduce the computational effort for checking whether a factor is commutative in practice.
We prove that DECOR efficiently identifies restrictions to drastically reduce the number
of required iterations and validate the efficiency of DECOR in our empirical evaluation.
Keywords: probabilistic graphical models; factor graphs; lifted inference.

1. Introduction

Probabilistic graphical models provide a well-founded formalism to reason under uncer-
tainty and compactly encode a full joint probability distribution as a product of factors. A
fundamental task using probabilistic graphical models is to perform probabilistic inference,
that is, to compute marginal distributions of random variables (randvars) given observa-
tions for other randvars. In general, however, probabilistic inference scales exponentially
with the number of randvars in a propositional probabilistic model such as a Bayesian net-
work, a Markov network, or a factor graph (FG) in the worst case. To allow for tractable
probabilistic inference (e.g., probabilistic inference requiring polynomial time) with respect
to domain sizes of logical variables, lifted inference algorithms exploit symmetries in a
probabilistic graphical model by using a representative of indistinguishable individuals for
computations (Niepert and Van den Broeck, 2014). Performing lifted inference, however, re-
quires a lifted representation of the probabilistic graphical model, which encodes equivalent
semantics to the original propositional probabilistic model. In particular, it is necessary to
detect symmetries in the propositional model to construct the lifted representation. Com-
mutative factors, i.e., factors that map to the same potential value regardless of the order
of a subset of their arguments, play a crucial role when detecting symmetries in an FG and
constructing a lifted representation of the FG. To detect commutative factors, the current
state-of-the-art algorithm iterates over all possible subsets of a factor. In this paper, we
show that the search can be guided significantly more efficient and thereby we solve the
problem of efficiently detecting commutative factors in an FG.
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Previous work. In probabilistic inference, lifting exploits symmetries in a probabilistic
model, allowing to carry out query answering more efficiently while maintaining exact an-
swers (Niepert and Van den Broeck, 2014). First introduced by Poole (2003), parametric
factor graphs (PFGs) provide a lifted representation by combining first-order logic with
probabilistic models, which can be utilised by lifted variable elimination as a lifted inference
algorithm operating on PFGs. After the introduction of lifted variable elimination (LVE)
by Poole (2003), LVE has steadily been refined by many researchers (De Salvo Braz et al.,
2005, 2006; Milch et al., 2008; Kisynski and Poole, 2009; Taghipour et al., 2013; Braun and
Moller, 2018). To perform lifted probabilistic inference, the lifted representation (e.g., the
PFG) has to be constructed first. Currently, the state-of-the-art algorithm to construct a
PFG from a given FG is the advanced colour passing (ACP) algorithm (Luttermann et al.,
2024a), which is a refinement of the colour passing (CP) algorithm (Kersting et al., 2009;
Ahmadi et al., 2013) and is able to construct a PFG entailing equivalent semantics as the
initially given FG. The CP algorithm builds on work by Singla and Domingos (2008) and
incorporates a colour passing procedure to detect symmetries in a graph similar to the
Weisfeiler-Leman algorithm (Weisfeiler and Leman, 1968), which is commonly used to test
for graph isomorphism. ACP employs a slightly refined colour passing procedure and dur-
ing the course of the algorithm, ACP checks for every factor in the given FG whether the
factor is commutative with respect to a subset of its arguments to determine the outgoing
messages of the factor for the colour passing procedure. The check for commutativity is
implemented by iterating over all possible subsets of the factor’s arguments, which results
in O(2") iterations for a factor with n arguments in the worst case.

Our contributions. In this paper, we efficiently solve the problem of detecting com-
mutative factors in an FG, thereby speeding up the construction of an equivalent lifted
representation for a given FG. More specifically, we show how so-called buckets can be
used to restrict the possible candidates of subsets that have to be considered when checking
whether a factor is commutative—that is, which of its arguments are exchangeable. The
idea is that within these buckets, only a subset of potentials from the original factor has to
be considered. Further, argument(s), which produce certain potential(s) can be identified.
Thereby, the search space can be drastically reduced. We prove that using buckets, the
run time complexity is drastically reduced for many practical settings, making the check
for commutativity feasible in practice. Afterwards, we gather the theoretical insights and
propose the detection of commutative factors (DECOR) algorithm, which applies the the-
oretical insights to efficiently detect commutative factors in an FG. In addition to our
theoretical results, we validate the efficiency of DECOR in our empirical evaluation.

Structure of this paper. The remainder of this paper is structured as follows. We first
introduce necessary background information and notations. In particular, we define FGs
as well as the notion of commutative factors and provide background information on the
ACP algorithm. Afterwards, we formally define the concept of a bucket and present our
theoretical results, showing how buckets can be used to efficiently restrict possible candi-
dates of subsets that have to be considered when searching for exchangeable arguments of a
factor. We then introduce the DECOR algorithm, which applies the theoretical insights to
efficiently detect commutative factors in an FG in practice. Before we conclude, we provide
the results of our experimental evaluation, verifying the practical efficiency of DECOR.
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@ Ry ‘ Ry ‘ ¢(R1, Ra)
true | true 1
] true | false V2
¢ false | true V2
@ false | false ©3
Figure 1: A toy example for an FG consisting of two Boolean randvars Ry and Ry as well

as one factor ¢(R1, Re). The input-output pairs of ¢ are given in the table on the right,
where each assignment of ¢’s arguments is mapped to a potential with o1, ..., 3 € RT.

2. Preliminaries

We first introduce FGs as undirected propositional probabilistic models and afterwards
define commutative factors formally. An FG compactly encodes a full joint probability
distribution between randvars, where the full joint probability distribution is represented
as a product of factors (Frey et al., 1997; Kschischang et al., 2001).

Definition 1 (Factor Graph, Kschischang et al., 2001) An FG G = (V,E) is an
undirected bipartite graph consisting of a node set V.= RU®, where R ={Ry,...,R,} is a
set of variable nodes (randvars) and ® = {¢1,...,dm} is a set of factor nodes (functions),
as well as a set of edges E C R x ®. The term range(R;) denotes the possible values of
a randvar R;. There is an edge between a variable node R; and a factor node ¢; in E if
R; appears in the argument list of ¢;. A factor is a function that maps its arguments to a
positive real number, called potential. The semantics of G is given by

1 m
Fo = 7 ] 6:(4)
7j=1
with Z being the normalisation constant and A; denoting the randvars connected to ¢;.

Example 1 Figure 1 displays a toy example for an FG consisting of two randvars Ry and
Rs as well as one factor ¢(Ry, Re). Both Ry and Rs are Boolean, that is, range(R;) =
range(R2) = {true,false}. The input-output pairs of ¢ are specified in the table on the
right. Note that, in this specific ezample, it holds that ¢(true, false) = ¢(false, true) = pa.

Lifted inference algorithms exploit symmetries in an FG by operating on lifted represen-
tations (e.g., PFGs), which consist of parameterised randvars and parametric factors, rep-
resenting sets of randvars and factors, respectively (Poole, 2003). Symmetries in FGs are
highly relevant in many real world domains such as an epidemic domain, where each per-
son influences the probability of an epidemic in the same way—because the probability of
having an epidemic depends on the number of sick people and not on individual people
being sick. The probability for an epidemic is the same if there are three sick people and
the remaining people in the universe are not sick, independent of whether alice, bob, and
eve or charlie, dave, and fred are sick. Analogously, for movies the popularity of an actor
influences the success of a movie in the same way for each actor being part of the movie.
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To detect symmetries in an FG and obtain a lifted representation to speed up inference,
the so-called ACP algorithm (Luttermann et al., 2024a) can be applied. The ACP algorithm
builds on the colour passing algorithm (Kersting et al., 2009; Ahmadi et al., 2013) and
transforms a given FG into a PFG entailing equivalent semantics as the initial FG. We
provide a formal description of the ACP algorithm in Appendix A. During the course of
the algorithm, ACP checks for commutative factors, which play a crucial role in symmetry
detection and are defined as follows.

Definition 2 (Commutative Factor, Luttermann et al., 2024a) Let ¢(R1,...,Ry,)
denote a factor. We say that ¢ is commutative with respect to S C {Ry,...,R,} if for
all events ry,...,rn € XJ_jrange(R;) it holds that ¢(r1,...,7n) = A(Tr(1), -+ Tr(n)) for all
permutations © of {1,...,n} with w(i) =i for all R; ¢ S. If ¢ is commutative with respect
to S, we say that all arguments in S are commutative arguments of ¢.

Example 2 Consider again the factor ¢(R1, Rs) depicted in Fig. 1. Since it holds that
¢(true, false) = ¢(false, true) = pa, ¢ is commutative with respect to {R1, Ra}.

By definition, every factor is commutative with respect to any singleton subset of its argu-
ments independent of the factor’s potential mappings. Note that, in practice, we are only
interested in factors that are commutative with respect to a subset S of their arguments
where | S| > 1 because our intention is to group indistinguishable arguments (and grouping
a single element does not yield any benefit). Since all arguments in S are candidates to
be grouped together, the task we solve in this paper is to compute a subset S of a factor’s
arguments of mazimum size such that the factor is commutative with respect to S. In many
practical settings, factors are commutative with respect to a subset of their arguments, for
example if individuals are indistinguishable and only the number of individuals having a
certain property is of interest (as in an epidemic domain where the number of persons be-
ing sick determines the probability of an epidemic while it does not matter which specific
persons are sick, and so on). We next show how commutative factors can efficiently be
detected in an FG, which is crucial to exploit symmetries in the FG for lifted inference.

3. Efficient Detection of Commutative Factors Using Buckets

Detecting commutative factors is a fundamental part of lifted model construction. The
current state of the art, however, applies a rather “naive” approach to compute a subset
of commutative arguments of maximum size. In particular, computing a maximum sized
subset of commutative arguments of a factor ¢ is currently implemented by iterating over
all possible subsets of ¢’s arguments in order of descending size of the subsets. That is, for
a factor ¢(Ry, ..., Ry,), it is first checked whether ¢ is commutative with respect to all of
its n arguments, then it is checked whether ¢ is commutative with respect to any subset
consisting of n — 1 arguments, and so on. In the worst case, the algorithm needs O(2")
iterations to compute a maximum sized subset of commutative arguments. Even though
we have to consider O(2") subsets in the worst case, we are able to drastically prune the
search space in many practical settings, as we show next. The idea is that we can partition
the potential values a factor maps its arguments to into so-called buckets, which allow us
to restrict the space of possible candidate subsets and thereby heavily reduce the number
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Ry | Ry | Ry | ¢(R1,R2,R3) | b
true | true | true ©1
true | true | false 2 [2,1] b | o(b)
true | false | true 2 2,1] (p1)
true | false | false 3 [1,2] (2,1] | (@2, v2,P4)
false | true | true o 2, 1] [1,2] | (3,95, ©s5)
false | true | false 5 1, 2] [0, 3] (p6)
false | false | true 5 1, 2]
false | false | false V6 0, 3]

Table 1: A factor ¢(Ry, Ra, R3) with three Boolean arguments and the corresponding map-
pings of potential values (left table) as well as the partition of potential values into buckets
(right table). Here, ¢ is commutative with respect to S = {Ra, R3}.

of necessary iterations. A bucket counts the occurrences of specific range values in an
assignment for a subset of a factor’s arguments. Consequently, each bucket may contain
multiple potential values and every potential value is part of exactly one bucket.

Definition 3 (Bucket, Luttermann et al., 2024b) Let ¢(Ry,...,R,) denote a factor
and let S C {R1,...,R,} denote a subset of ¢’s arguments such that range(R;) = range(R;)
holds for all R;, Rj € S. Further, let V denote the range of the elements in S (identical
for all R; € S). Then, a bucket b entailed by S is a set of tuples {(vi,ni)}ml, v; €V,
n; €N, and ), n; = |S|, such that n; specifies the number of occurrences of value v; in an
assignment for all randvars in S. A shorthand notation for {(v;, nl)}‘zil1 is [n1,...,npy]. In
abuse of notation, we denote by ¢(b) the multiset of potentials the assignments represented
by b are mapped to by ¢. The set of all buckets entailed by ¢ is denoted as B(¢).

Example 3 Consider the factor (R, Ra, R3) depicted in Table 1 and let S = {R1, Ra, R3}
with range(R;) = range(R2) = range(R3) = {true, false}. Then, S entails the four buckets
{(true, 3), (false, 0)}, {(true, 2), (false, 1)}, {(true, 1), (false, 2) }, and {(true, 0), (false, 3)} (or
[3,0], [2,1], [1,2], and [0, 3], respectively, in shorthand notation). Following the mappings
given in the table from Table 1, it holds that ¢([3,0]) = (v1), ¢([2,1]) = (@2, p2,P41),
o([1,2]) = (g3, 5, 95), and ¢([0,3]) = (pe).

Buckets allow us to restrict the candidates of arguments that are possibly commutative
(exchangeable) and hence might be grouped. The idea is that commutative arguments
can be replaced by a bucket that counts over their range values instead of listing each of
the arguments separately. In particular, each combination of bucket for the commutative
arguments and fixed values for the remaining arguments must be mapped to the same
potential value, as illustrated in the upcoming example.

Example 4 Take a look at Table 2, which contains a compressed representation of the
factor ¢ from Table 1. Originally, ¢ maps each combination of bucket for Ry and Rs and
fixed values for Ry to the same potential value, e.g., R = true, Ry = true, Ry = false
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Ry | #x[R(X)] | 6(Ru, #x[R(X))
true [2,0] 1
true [1,1] ©2
true [0, 2] ©3
false [2,0] ©4
false [1,1] ©s5
false [0,2] 6

Table 2: A compressed representation of the factor ¢ given in Table 1. The randvars Ra
and R3 are now replaced by a so-called counting randvar # x [R(X)], which uses buckets to
represent o and R3 simultaneously. Note that the semantics remains unchanged while the
size of the table got reduced due to grouping commutative (exchangeable) randvars.

and Ry = true, Ry = false, R3 = true (that is, the combination of value true for Ry and
bucket [1,1] for Ry and Rs) are mapped to the same potential value po. Consequently, these
two assignments can be represented by a single assignment (true, [1,1]) in the compressed
representation shown in Table 2. In general, it is possible to compress all commutative
arguments in a factor by replacing them by a so-called counting randvar, which uses buckets
as a representation. In this particular example, ¢ is commutative with respect to S =
{R2, R3} and thus, we are able to group Ry and R3 together.

Grouping commutative arguments does not alter the semantics of the factor and at the same
time reduces the size of the table that has to be stored to encode the input-output mappings
of the factor as well as the inference time. To obtain the maximum possible compression,
we therefore aim to compute a mazimum sized subset of commutative arguments.

A crucial observation to efficiently compute a maximum sized subset of commutative
arguments is that the buckets of the initially given factor must contain duplicate potential
values as a necessary condition for arguments to be able to be commutative. In particular,
groups of identical potential values within a bucket directly restrict the possible candidates
of commutative arguments, as we show next.

Theorem 4 Let ¢(Ry,...,Ry) be a factor and let b € B(¢) with |¢p(b)| > 1 be a bucket
entailed by ¢. Further, let G = {p1, ..., @} with |G| > 2 denote an arbitrary mazimal set of
identical potential values in ¢(b) and let (ri,...,rk), ... (r%, ..., r) denote all assignments
corresponding to the potential values in G. Then, a subset S C {Ry,...,R,} with |S| > 2
such that ¢ is commutative with respect to S is obtained by computing the element-wise
intersection (ri,...,r) N (rt ... rt) and adding all arguments R; to S for which it holds
that {r}}n...n{rf} = 0. Here, the element-wise intersection of two assignments (1, ...,xy)

and (y1,...,ye) contains the value x; at position i if x; = y;, otherwise position i equals ().

Proof It holds that ¢(rf,...,75) = ¢1,...,0(r,...,75) = oy and 1 = ... = ;. More-
over, let S C{Ry,..., R,} denote any subset of commutative arguments such that |S| > 2.
Recall that according to Def. 2, for all events ri,...,r, € xI_  range(R;) it holds that
A1, smn) = G(Tr(1)s - - > Tr(n)) for all permutations m of {1,...,n} with 7(i) = i for all
R; ¢ S. Thus, the positions of all arguments which are not in S are fixed in all permu-
tations. Consequently, the element-wise intersection of the assignments yields non-empty
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sets for all positions belonging to arguments not in S because these assignments contain
identical assigned values at those positions. At the same time, as we consider only buckets
with at least two elements, all assignments contain at least two distinct assigned values
because all assignments that contain only a single value are those that map to a bucket
containing a single element. We further consider all assignments (1), ..., rn)) for all
permutations 7 of {1,...,n} and therefore, there are at least two different assigned values
for all positions belonging to arguments in S, yielding an empty set when computing the
element-wise intersection of the assignments for a position of any argument in S. |

Theorem 4 tells us that candidate subsets of commutative arguments can be found by first
identifying groups of identical potential values within a bucket and then computing the
element-wise intersection of the assignments corresponding to these potential values. The
following example illustrates how Thm. 4 can be applied to identify commutative arguments.

Example 5 Consider again the factor ¢(Ri1, R, R3) depicted in Table 1. For the sake of
the example, let us take a look at the bucket [2,1]. We have two groups of identical values,
namely G1 = {2, p2} and Ga = {p4}. Since G contains only a single potential value,
there are no candidates of commutative arguments induced by Go. However, G1 contains
the potential value o two times and the corresponding assignments are (true, true, false)
and (true, false, true). The element-wise intersection of those assignments is then given by
(true, true, false) N (true, false, true) = (true, 0, (). As the element-wise intersection is empty
at positions two and three, the set {Ra, R3} is a possible subset of commutative arguments.

By looking for maximal sets G of identical potential values, we ensure that we actually
find maximum sized candidate subsets of commutative arguments. Moreover, the number
of positions having an empty element-wise intersection directly corresponds to the size of
every candidate subset S, that is, the number of positions having an empty element-wise
intersection is equal to |S]. As all permutations of these |S| positions are mapped to the
same potential value, we know that if there is a subset of commutative arguments of size
|S], there must be at least |S| duplicate potential values in every bucket of size at least two.

Corollary 5 Let ¢(Ry,...,R,) be a factor and let S C {Ry,...,R,} be a subset of argu-
ments such that ¢ is commutative with respect to S. Then, in every bucket b € B(¢) with
|p(b)| > 1, there exists a potential value ¢ that occurs at least |S| times in ¢(b).

Example 6 Consider again the factor ¢(R1, Ra, R3), which is commutative with respect to
S = {Ry, R3}, depicted in Table 1. Therefore, ¢ must map the buckets [2,1] and [1,2] (the
only buckets that are mapped to at least two elements by ¢) to at least | S| = 2 identical
potential values. Here, po occurs twice in ¢([2,1]) and g5 occurs twice in ¢([1,2]).

As we know for every bucket b containing more than one element that there must exist a
potential occurring at least |S| times in b to allow for a subset S of commutative arguments
to exist, we also know that there cannot be more commutative arguments than the minimum
number of duplicate potential values over all buckets containing more than one element.

Corollary 6 Let ¢(Ry,...,R,) denote a factor. Then, the size of any subset of commu-
tative arguments of ¢ is upper-bounded by

min max count(o(b), ),
be{b|beB(p)A|p(b)|>1} ped(b) (¢( ) SO)
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where count(¢p(b), p) denotes the number of occurrences of potential ¢ in ¢(b).

Example 7 The factor ¢(R1, Ra, R3) given in Table 1 maps [2,1] to (2, @2, v4) and [1,2]
to (@3, ¢s5, @s) and thus, the upper bound for the size of any subset of commutative arguments
of ¢ is two because ¢ maps the buckets [2,1] and [1,2] to two identical potential values each.

The bounds implied by Cors. 5 and 6 show that the number of possible candidate subsets
of commutative arguments can be heavily reduced in many practical settings. In particular,
we are now able to exploit the insights from Thm. 4 as well as Cors. 5 and 6 to drastically
restrict the search space of possible candidate subsets of commutative arguments, thereby
avoiding the naive iteration over all O(2") subsets of a factor’s arguments and thus making
the check for commutativity feasible in practice.

We next incorporate our theoretical findings into a practical algorithm, called DECOR,
to efficiently compute subsets of commutative arguments of maximum size in practice.

4. The DECOR Algorithm

We are now ready to gather the theoretical results to obtain the DECOR algorithm, which
efficiently computes a maximum sized subset of commutative arguments of a given factor.
Algorithm 1 presents the whole DECOR algorithm, which undertakes the following steps
on a given input factor ¢(Ry, ..., R,) to compute subsets of commutative arguments.

First, DECOR initialises a set C of possible candidate subsets of commutative argu-
ments, which contains the whole argument list of ¢ at the beginning. DECOR then iterates
over all buckets entailed by ¢, where all buckets containing only a single element are skipped
because they do not restrict the search space. DECOR then partitions the values in ev-
ery bucket into maximal groups G1,..., Gy of identical potential values, where each group
must contain at least two identical potential values as we are only interested in subsets of
commutative arguments of size at least two. If no such group is found, DECOR returns
an empty set as there are no candidates for a subset of commutative arguments of size
at least two. Afterwards, DECOR applies the insights from Thm. 4 and iterates over all
groups of identical potential values to compute the element-wise intersection of the assign-
ments corresponding to the potential values within a group. For every group G; of identical
potential values, DECOR then builds a set C; containing all arguments whose position in
the element-wise intersection over their corresponding assignments is empty. DECOR then
adds the set C; of arguments that are commutative according to the current bucket to the
set O’ of candidate subsets for the current bucket if C; is not subsumed by any other candi-
date subset in C’. Thereafter, as each bucket further restricts the search space for possible
commutative arguments, DECOR, computes the intersection of all candidate subsets col-
lected so far in C' and all candidate subsets of the current bucket in C’. DECOR keeps all
candidate subsets of size at least two after the intersection that are not already subsumed
by another candidate subset after the intersection. In case there are no candidate subsets of
size at least two left after considering a specific bucket, DECOR returns an empty set as a
result. Finally, if there are still candidate subsets left after iterating over all buckets of size
at least two, DECOR returns the set of all candidate subsets of commutative arguments of
maximum size. A maximum sized subset of commutative arguments can then be obtained
by selecting any candidate subset in C' that contains the most elements.
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Algorithm 1: Detection of Commutative Factors (DECOR)

Input: A factor ¢(Rq,..., Ry).
Output: All subsets S C {Ry,..., Ry} with |S| > 2 such that ¢ is commutative
with respect to S, or () if no such subset S exists.

1 C+ {{Ry,...,R,}}

2 foreach b € B(¢) do

3 if |¢(b)| < 2 then

4 ‘ continue

5 G1,...,Gy + Partition ¢(b) into maximal groups of identical values such that
|Gi| > 2 forallie{1,...,¢}

6 if £ <1 then

7 ‘ return ()

8 C' 0

9 | foreach G; € {Gi,...,G/} do

10 P, ..., P, + Intersection of positions corresponding to all potentials in G;

11 Ci<—{Ri|Z'E{1,...,n}/\P7;:@}

12 if EC] e C; C Cj then

13 | C'+ C'U{Ci}

14 Ch 0
15 foreach C; € C do

16 foreach C; € C’' do

17 if |C¢ﬂ0j‘ZQAﬂCWECmZCiﬂngC” then
18 ‘ CQFCQU{CZ'HCJ'}

19 C + Ch

20 if C = then

21 ‘ return ()

22 return C

Note that DECOR returns all candidate subsets of commutative arguments that are
not subsumed by another candidate subset and could be replaced by a so-called counting
randvar in the lifted representation of the factor. As we aim for the most compression
possible, we are mostly interested in the maximum sized subset of commutative arguments.
However, it might be conceivable that there are settings in which counting over two or more
candidate subsets of commutative arguments yields a higher compression than counting over
a single maximum sized subset. We therefore keep DECOR as a general algorithm that is
able to return all candidate subsets of commutative arguments that are not subsumed by
another candidate subset and leave the decision of which subset(s) to choose to the user.

Example 8 Let us take a look at how DECOR computes a maximum sized subset of com-
mutative arguments for the factor ¢(R1, Ra, R3) from Table 1. Initially, DECOR starts with
the set C = {{R1, Ra, R3}}. After skipping the bucket [3,0], DECOR finds the group G1 =
{©2,pa2} for the bucket [2,1]. Other groups contain less than two elements and are thus ig-
nored. DECOR then computes the element-wise intersection of the assignments correspond-
ing to the potential values in G1, which is given by (true, true, false) N (true, false, true) =
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(true,0,0). As the element-wise intersection is empty at positions two and three, DECOR
adds the set C; = {R2, R3} to the set C' of candidate subsets for the bucket [2,1]. Afterwards,
DECOR computes the intersection of {R1, Ra, Rs} (as C = {{R1, R, R3}}) and {R2, R3}
(as C" = {{Rg2,R3}}), which yields Cn = {{Ra2,Rs}} and thus also C = {{Ra, R3}} for
the next iteration. DECOR next finds the group G1 = {5, ps5} for the bucket [1,2] and
computes the element-wise intersection of the assignments corresponding to the potential
values in G1, which is given by (false, true, false) N (false, false, true) = (false, 0, 0). Again,
positions two and three are empty and thus, DECOR adds the set C; = {Ra, R3} to the
set C' of candidate subsets for the bucket [1,2]. Thereafter, DECOR computes the inter-
section of {Ra, R3} (as C = {{R2, R3}}) and {R2, R3} (as C' = {{R2, R3}}), which yields
C = Cnh = {{R2, R3}}. Finally, as the next bucket [0,3] is skipped again and there are no
other buckets left, DECOR returns the set {{Ra, R3}} containing a single candidate subset
of commutative arguments, which is at the same time a maximum sized subset.

We remark that the number of candidate subsets considered by DECOR now directly de-
pends on the number of groups of identical potential values in the buckets of the factor. In
most practical settings, potential values are not identical unless the factor is commutative
with respect to a subset of its arguments. Therefore, DECOR heavily restricts the search
space for possible candidate subsets of commutative arguments in most practical settings.

Recall that the “naive” algorithm iterates over O(2") subsets of arguments and then has
to consider all |R|™ (where R denotes the range of the arguments and n is the total number
of arguments) potential values in the table of potential mappings during each iteration to
check whether a subset of arguments is commutative. While DECOR also has to consider all
|R|™ potential values during the course of the algorithm (in fact, every algorithm searching
for commutative arguments has to take a look at every potential value at least once),
DECOR considers every potential value just twice (in Lines 5 and 10).

Theorem 7 Let ¢(Ry,...,R,) denote a factor and let R = range(Ry) = ... = range(Ry,).
The worst-case time complexity of the “naive” algorithm to compute a maximum sized subset
of commutative arguments is in O(2" - |R|™ - n).

Proof The “naive” algorithm iterates over all subsets of ¢’s arguments and then iterates
for every subset over all buckets induced by that subset to check whether each bucket is
mapped to a unique potential value by ¢. To compute the buckets, all n positions in all
|R|™ assignments are considered. The iteration over all values in the buckets requires time
O(|R|™), as every potential value is looked at once. In the worst case, the “naive” algorithm
iterates over O(2") subsets of arguments and thus has a complexity of O(2" - [R|" -n). R

Theorem 8 Let ¢(R1,...,Ry) denote a factor and let R = range(R;) = ... = range(R,,).
The expected worst-case time complexity of the DECOR algorithm to compute a mazximum
sized subset of commutative arguments is in O(|B(¢)| -k - (n%) +|R|™-n), where k denotes
the maximum number of potential values within a bucket entailed by ¢.

Proof The partitioning of ¢(b) into maximal groups of identical potential values (Line 5)
requires time linear in the number of potential values in the bucket b and as all |R|" potential
values are looked at exactly once over all buckets, the partitioning requires time O(|R|")

10
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in total for all buckets. DECOR finds at most [|R|"/2] groups of identical potential values
(if every group contains exactly two identical potential values) over all buckets. The loop
in Line 9 thus needs O(|R|™) iterations in the worst case for all buckets entailed by ¢.
Computing the intersection over all positions is done in time O(n) and subset testing can
be done in expected time O(n), thereby yielding an expected time complexity of O(|R|™-n)
for the loop in Line 9. For each bucket, DECOR adds at most k/2 candidate subsets to C”
and as there are at most (n%) candidate subsets in C' (there are (?) subsets of size j and
the binomial coefficient reaches its maximum at j = n/2), the loops in Lines 15 and 16 run
in time O(k - (7:/‘2)) per bucket, yielding a total run time of O(|B(¢)]| - k - (n%) +|R|"n). A

There are |B(¢)| = ("Hf'_l) buckets for a factor ¢(Ry,..., R,) where R = range(R;) =
. = range(R,)". For example, a factor with n Boolean arguments (|R| = 2) entails
(”:1) = n+1 buckets. Of these buckets, DECOR only has to consider n — 1 buckets, as two
map to one potential. Note that the worst-case complexity of DECOR is overly pessimistic
as it is impossible to have the maximum number of groups G, ..., Gy and the maximum
number of candidate subsets C' simultaneously. The binomial coefficient is a generous upper
bound nearly impossible to reach in practice, which is also confirmed in our experiments.
Further, we argue that n/2, instead of the binomial coefficient, is still a generous up-
per bound in practice for the maximum number of groups and the maximum number of
candidate subsets. In case there are hardly any symmetries within the factor, there are
also hardly any duplicate potentials in a bucket. With hardly any duplicate potentials in
a bucket, the number of candidate sets is small. In case the model is symmetric in general
and there are symmetries within a factor, then there is a good chance that in each bucket
at least one potential occurs quite often. This case leads to few but large candidate sets.
Further, the candidate sets across all buckets are likely to be rather identical. Thus, having
n/2 as an upper bound for both the maximum number of groups and the maximum num-
ber of candidate subsets is still pessimistic in practice, as DECOR most likely either finds
few (larger) sets or hardly any sets at all. Overall, our arguments why DECOR finishes
fast in practice are: In case the model is highly symmetric, symmetries within a factor are
expected to be over larger sets. Thus, DECOR has just few sets to consider. In case there
are hardly any symmetries within a factor and the model itself, DECOR has to check few
small candidate sets and might even end up with an empty candidate set after few buckets.
Finally, before we demonstrate the practical efficiency of DECOR in our experimental
evaluation, we remark that DECOR, can handle factors with arguments having arbitrary
ranges. During the course of this paper, we consider identical ranges of all arguments for
brevity, however, it is possible to apply DECOR to factors with arguments having various
ranges Rq, ..., R by considering the buckets for all arguments with range R; separately
for all i € {1,...,k} as only arguments having the same range can be commutative at all.

5. Experiments

In addition to our theoretical results, we conduct an experimental evaluation of DECOR
to assess its performance in practice. We compare the run times of DECOR to the
“naive” approach, i.e., iterating over all possible subsets of a factor’s arguments in or-

1. The number of buckets is given by the number of weak compositions of n into |R| parts.
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Figure 2: Average run times of DECOR and the “naive” algorithm for factors with different
numbers of arguments n. For each choice of n, we report the average run time over all choices
of numbers of commutative arguments k, where k € {0,2, |5 |,n — 1,n}.

der of descending size of the subsets. For our experiments, we generate factors with
n € {2,4,6,8,10,12,14,16} Boolean arguments, of which k € {0,2,|5],n — 1,n} argu-
ments are commutative. We run each algorithm with a timeout of five minutes per instance
and report the average run time over all instances for each choice of n.

Figure 2 displays the average run times of the algorithms on a logarithmic scale. While
both DECOR, and the “naive” algorithm are capable of solving small instances with less
than ten arguments in under a second, the “naive” algorithm struggles to solve instances
with increasing n. More specifically, at n = 8, DECOR is already faster than the “naive”
algorithm by a factor of 100 and the factor drastically increases with an increasing size of
n. After n = 12, the “naive” algorithm runs into a timeout, which is not surprising as it
iterates over O(2") subsets. DECOR, on the other hand, solves all instances within the
specified timeout and is able to handle large instances in an efficient manner. We remark
that the “naive” algorithm is able to solve instances with n > 12 if k = n—1 or kK = n, which
is due to its iterations being performed in order of descending size of the subsets. However,
as the “naive” algorithm runs into a timeout for all remaining choices of k, it is not possible
to compute a meaningful average run time. We therefore provide additional experimental
results in Appendix B, where we report run times for each choice of k separately.

6. Conclusion

We present the DECOR algorithm to efficiently detect commutative factors in FGs. DECOR
makes use of buckets to significantly restrict the search space and thereby efficiently handles
factors even with a large number of arguments where previous algorithms fail to compute a
solution within a timeout. We prove that the number of subsets to check for commutative
arguments is upper-bounded depending on the number of duplicate potential values in the
buckets. By exploiting this upper bound, DECOR. drastically reduces the number of subsets
to check for commutative arguments compared to previous algorithms, which iterate over
O(2") subsets for a factor with n arguments in the worst case. Additionally, DECOR
returns all candidate subsets of commutative arguments that are not subsumed by another
candidate subset, allowing to compress the model even further. Overall, DECOR drastically
increases the efficiency to identify commutative factors and further reduces the model.
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Appendix A. Formal Description of the Advanced Colour Passing
Algorithm

The advanced colour passing (ACP) algorithm introduced by Luttermann et al. (2024a)
builds on the colour passing algorithm (Kersting et al., 2009; Ahmadi et al., 2013) and solves
the problem of constructing a lifted representation—more specifically, a so-called parametric
factor graph (PFG)—from a given factor graph (FG). The idea of ACP is to first find
symmetries in a propositional FG and then group together symmetric subgraphs. ACP looks
for symmetries based on potentials of factors, on ranges and evidence of random variables
(randvars), as well as on the graph structure by passing around colours. Algorithm 2
provides a formal description of the ACP algorithm, which proceeds as follows.

Algorithm 2: Advanced Colour Passing (Luttermann et al., 2024a)
Input: An FG G with randvars R = {R;,..., R,} and factors ® = {¢1,...,dn},
as well as a set of evidence E = {Ry =71,..., R =1}
Output: A lifted representation G’ in form of a PFG entailing equivalent
semantics to G.

1 Assign each R; a colour according to range(R;) and E
2 Assign each ¢; a colour according to order-independent potentials and rearrange
arguments accordingly

3 repeat

4 foreach factor ¢ € ® do

5 signaturey < []

6 foreach randvar R € neighbours(G, ¢) do

// In order of appearance in ¢
7 append(signatureg, R.colour)
append(signaturey, ¢.colour)

9 Group together all ¢s with the same signature
10 Assign each such cluster a unique colour
11 Set ¢.colour correspondingly for all ¢s
12 foreach randvar R € R do
13 signaturer < ||
14 foreach factor ¢ € neighbours(G, R) do
15 if ¢ is commutative w.r.t. S and R € S then
16 ‘ append(signatureg, (¢.colour,0))

17 else

18 ‘ append(signatureg, (¢.colour, p(R, ¢)))
19 Sort signaturegr according to colour
20 append(signatureg, R.colour)
21 Group together all Rs with the same signature
22 Assign each such cluster a unique colour
23 Set R.colour correspondingly for all Rs

24 until grouping does not change
25 G’ + construct PFG from groupings
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Figure 3: A visualisation of the steps undertaken by the ACP algorithm on an input FG
with only Boolean randvars and no evidence (left). Colours are first passed from variable
nodes to factor nodes, followed by a recolouring, and then passed back from factor nodes
to variable nodes, again followed by a recolouring. The colour passing procedure is iterated
until convergence and the resulting PFG is depicted on the right. This figure is reprinted
from (Luttermann et al., 2024a).

ACP begins with the colour assignment to variable nodes, meaning that all randvars
that have the same range and observed event are assigned the same colour. Thereafter, ACP
assigns colours to factor nodes such that factors representing identical potentials are assigned
the same colour. Two factors represent identical potentials if there exists a rearrangement
of one of the factor’s arguments such that both factors have identical tables of potentials
when comparing them row by row (Luttermann et al., 2024b).

After the initial colour assignments, ACP passes the colours around. ACP first passes
the colours from every variable node to its neighbouring factor nodes and afterwards, every
factor node ¢ sends its colour plus the position p(R, ¢) of R in ¢’s argument list to all of
its neighbouring variable nodes R. Note that factors being commutative with respect to a
subset S of their arguments omit the position when sending their colour to a neighbouring
variable node R € S, and therefore, ACP has to compute for each factor a maximum sized
subset of its arguments such that the factor is commutative with respect to that subset. In
its original form, ACP iterates over all possible subsets of arguments, in descending order
of their size, to compute the maximum sized subset.

Figure 3 illustrates the ACP algorithm on an example FG (Ahmadi et al., 2013). In
this example, A, B, and C' are Boolean randvars with no evidence and thus, they all receive
the same colour (e.g., yellow). As the potentials of ¢; and ¢9 are identical, ¢; and ¢ are
assigned the same colour as well (e.g., blue). The colour passing then starts from variable
nodes to factor nodes, that is, A and B send their colour (yellow) to ¢; and B and C send
their colour (yellow) to ¢2. @1 and ¢y are then recoloured according to the colours they
received from their neighbours to reduce the communication overhead. Since ¢; and ¢o
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Figure 4: Run times of DECOR and the “naive” algorithm for factors with different numbers
of arguments n, of which & = 0 (left) and £ = 2 (right) arguments are commutative,
respectively. Both plots use a logarithmic scale on the y-axis.

received identical colours (two times the colour yellow), they are assigned the same colour
during recolouring. Afterwards, the colours are passed from factor nodes to variable nodes
and this time not only the colours but also the position of the randvars in the argument
list of the corresponding factor are shared because none of the factors is commutative with
respect to a subset of its arguments having size at least two. Consequently, ¢1 sends a tuple
(blue, 1) to A and a tuple (blue,2) to B, and ¢2 sends a tuple (blue,2) to B and a tuple
(blue, 1) to C (positions are not shown in Fig. 3). As A and C are both at position one
in the argument list of their respective neighbouring factor, they receive identical messages
and are recoloured with the same colour. B is assigned a different colour during recolouring
than A and C because B received different messages than A and C. The groupings do not
change in further iterations and hence the algorithm terminates. The output is the PFG
shown on the right in Fig. 3, where both A and C as well as ¢; and ¢ are grouped.

More details about the colour passing procedure and the grouping of nodes can be found
in (Luttermann et al., 2024a). The authors also provide extensive results demonstrating
the benefits of constructing and using a lifted representation for probabilistic inference.

Appendix B. Additional Experimental Results

In addition to the experimental results provided in Sec. 5, we provide further experimental
results for individual scenarios in this section. In particular, the plot given in Fig. 2 displays
average run times over multiple runs for different choices of the number of commutative
arguments k. We now showcase separate plots for each of the choices of the number of com-
mutative arguments k£ to highlight the influence of £ on the performance on the algorithms.
Again, we compare the run times of the “naive” algorithm to the run times of detection
of commutative factors (DECOR) algorithm on factors with n € {2,4,6,8,10,12,14,16}
Boolean arguments and set a timeout of five minutes per instance.

Figure 4 shows the run times of both algorithms on factors with & = 0 (left plot) and
k = 2 (right plot) commutative arguments on a logarithmic scale. The performance of the
“naive” algorithm is similar for K = 0 and k = 2. As in Fig. 2, the “naive” algorithm is able
to solve instances with less than ten arguments in under a second but then faces serious
scalability issues, eventually leading to timeouts for all factors with n > 12. DECOR
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Figure 5: Run times of DECOR, and the “naive” algorithm for factors with different num-
bers of arguments n, of which k = |logy(n)] (left) and k = [5| (right) arguments are

commutative, respectively. Both plots use a logarithmic scale on the y-axis.
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Figure 6: Run times of DECOR and the “naive” algorithm for factors with different numbers
of arguments n, of which k = n — 1 (left) and £ = n (right) arguments are commutative,
respectively. Both plots use a logarithmic scale on the y-axis.

solves all instances within the specified timeout and while the run times of DECOR for
k = 2 are similar to those in Fig. 2, DECOR is especially fast on instances where k = 0
of the arguments are commutative. This can be explained by the fact that all instances
with k£ = 0 are generated such that each potential value is unique to ensure that there are
no commutative arguments. Consequently, if there are only unique values in each bucket,
DECOR has no candidates to check and returns immediately (the run time still increases
the larger n gets because computing the buckets becomes more costly).

Figure 5 presents the run times of the algorithms on factors with k = [logy(n)| (left
plot) and k = |5 ] (right plot) commutative arguments on a logarithmic scale. The general
pattern of the run times is again similar to Fig. 2 and we therefore move on to take a look
at Fig. 6, which depicts the run times of the algorithms on factors having k = n — 1 (left
plot) and k& = n (right plot) commutative arguments, again on a logarithmic scale.

The left plot of Fig. 6 shows that the “naive” algorithm is now able to solve all instances
within the specified timeout and its run times are similar to the run times of DECOR. As
k = n — 1, the “naive” algorithm is able to find a subset of commutative arguments in
few iterations due to its approach of starting with the largest subsets first. Consequently,
the “naive” algorithm performs well on the right plot where k = n as it considers exactly
one subset and immediately finishes afterwards. Therefore, DECOR is even slightly slower
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than the “naive” algorithm in this particular extrem case—however, the difference is only
marginal. In conclusion, we find that the “naive” approach is generally not able to scale
to numbers of arguments larger than 12 (only in extrem cases) whereas DECOR is able to
handle large n efficiently in every evaluated scenario.
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